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We obtain uniform estimates for monotone and convex approximation of
functions by algebraic polynomials in terms of the weighted Ditzian-Totik moduli
of smoothness

II( k )'/2(k ),/2
:= sup _ 1-"2h<p(x)-x 1-"2h<p(xl+x

0< lI:;;;n 1

where <pIX) := J I - x 2
, for r ~ 3 and r ~ 5 in monotone and convex cases, respec

tively. Together with known results in the positive and negative directions for the
other r this complements the investigation of the rate of shape preserving
approximation in terms of w~ (fl'), n - I )'1". x' in the sense of the orders of these
moduli. It is also shown that some extra conditions on the smoothness off allow
direct results in the cases for which the general estimate in terms of
w~(jI'l, /I-I )'1". 'f is not correct.C 1995 Academic Press. Inc.

1. INTRODUCTION AND MAIN RESULTS

Let LI q denote the set of all continuous functions I on [ - 1, 1] such that
JZ(J,x)~O for given qEN, for all O~h~2q-l, and xE[-l, l-qh],
where J'h(J,x):=I.7=o(-1)q- i mf(x+ih) is the usual qth forward
difference. Then LI t and Ll 2 are the sets of all monotone and convex
functions, respectively.

Shape preserving approximation is the approximation of functions IE Llq
by polynomials with nonnegative qth derivatives.
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MONOTONE AND CONVEX APPROXIMA nONS 77

The present paper is devoted to the investigation of monotone and
convex approximation, i.e., cases for q = 1 and q = 2.

The rates of the best nth degree unconstrained and shape preserving
polynomial approximation of a function f are defined by

En (f) = inf Ilf- Pnll x'
Pn E Pn

E~q)(f) = inf IIf- pllllx,
PnE PnnLlq

qEN,

respectively, where Pn is the set of algebraic polynomials of degree n.
We recall that

Wk(f, t, [a, bJ):= sup max ILf~(f, x)1
O<h~( [x.x+kh]c[u,b]

denotes the usual k th modulus of smoothness of f
The Ditzian-Totik modulus of smoothness is given by

W~(f, t)p= sup IILl~",(x)(f,x)ll p ,

O<h~t

cp(x):= JI-x2.

The Ditzian-Totik weighted modulus of smoothness with weight cpr is

II(
k ),/2 (k ),/2

:= sup l-"2hcp(x)-X 1-"2hcp(x)+X
O<h~t

where

k ._ {± (-I )k-i (~)f(x+ (i - kj2)h)
Llh(f, X).- j~O I

o

if jx±khj21 ~ 1

otherwise

is the symmetric kth difference.
Let /:=[-1, IJ; p(h,y):=hJI- y 2+h2, yE/, h~O; p:=p(h,x),

xEI.
For the sake of brevity and convenience of exposition in the uniform

metric we shall use the following definition of the "nonuniform" modulus
of smoothness w~ (f, t) and the "nonuniform" weighted modulus w~.rCf, t),
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which are equivalent to w~Cf, t)C1C and w~(f, I)""."" respectively (see
[5,14J):

-k._ -kW",(1,t, [a,bJ).- sup max IJp(1,x)l, t?:O,
O<h~( [x,x+kp]c [a,h]

w~ (1, I) := w~ (1, t, I),

w~.r(1, t):= sup sup Iwr(x, k, h) 3:'(1, x)l,
O<h~l (x,x+kp)cl

where W r (x, k, h) := (1 + X)'/2 (1 - x - kp )'/2, (r + 1) E N. Obviously,
w~.oCf, t) = w~(f; t).

For k = °let w~ ..cf, t) := ess SUPXE 1-1.1) I( I - x 2)r/2 f(x)l.
Throughout the paper C i , C denote positive constants which are inde

pendent off and n. In order to emphasize that the constant C depends only
on Jil' ..., II"" the expression C = C(Jil' ..., Jim) will be used.

All constants C are not necessarily the same even when they occur on the
same line, but C, constants are fixed and denote definite quantities
throughout the paper.

For arbitrary fE C( -1, 1), the function w~,r(1, t) can be unbounded.
However, it was shown in [5J (see also [14J) that the necessary and suf
ficient condition for (/j~ ..cf, t) to be bounded for all t > 0 is the existence
of a constant M < CfJ such that

X E ( -1, 1).

Let B r
, r + 1 EN, denote the space of all functions f such that

fEC[-I, IJnC(-I, 1) and 1(1-x2)'/2f1r)(x)1 <00, xE(-I, 1). Thus

-k (f(rl t)
(J) qJ.r ,< CIJ,

In order to avoid considerations of trivial cases (when the right-hand
sides of estimates are equal to infinity) we shall have the restriction onfthat
it be from the Br class. Also, let us note that for such functions 1, any 1= O,r,
and k?: 0, the following inequality holds (see also Lemma B below):

tijk+r '(f(l) t):<C (r k) tr-'tijk (f(r) t)
'P.l ' . -.....:;:: 0 , qJ,r' . , t>O. (1 )

For unconstrained approximation the following direct result is known.

THEOREM A (see, for example, [5J and [14J). Let kEN, (r+ I)EN.
Then for a given function fE Br on I and each n ?: k + r - 1,

E (f)':::: Cn-rw k (f(r) n ')
II '"""" <p,'" , C = C(r, k). (2)

Our goal is to investigate the possibility of obtaining the estimate (2) for
shape preserving approximation.
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First of all, the following negative results are known.
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LEMMA 1. There is no such constant C that for every nondecreasing
function f on I, fE B2, the estimate E~1 )(f) ~ Cn -2W1 ,(f", n - I) is valid.

'1'.-

Moreover, even the estimate E~I)(f)~ CW~.2(/", 1) is false.
Thus the estimates E~l)(f) ~ Cn-lw~.~2-1(f(ll,n- I

), C = C(k), generally
speaking, are not correct for 0 ~ I ~ 2 and kEN.

LEMMA 2. Let v ~ 0 he fixed. There is no such constant C that for every
convexfunctionfon I,fEB4, the estimate E~2)(f)~Cn-4W~.4(f(4),n 1) is
valid.

Moreover, even the estimate E~,21(f) ~ CW~.4(f(4), 1) is false.
TllU~ the estimate~ EI2>(f)~Cn-'(J/+3-I(f(l) n· l ) C=C(k) generallv

L '- n. -....;;:: cp.1 " , "'

speaking, are not correct for 0 ~ I ~ 4 and kEN.

Proof Lemma 1 follows from [10, Lemma 2] and the estimate
w~. 2 (g~, t) ~ 4 from the proof of Lemma 3 in [10]. Lemma 2 is a conse
quence of [8, Theorem 2].

It is worth mentioning that for the particular cases 1=0 and 1=0 or 1
in Lemmas 1 and 2, respectively, the lemmas follow from A. S. Shevdov's
work [15]. I

It will be shown in the present paper that the estimate (2) can be
obtained for shape preserving approximation of functions f E Br with r ~ 3
and r ~ 5 in the monotone and convex cases, respectively. For the other r
such direct results are known (see [7-9, 11, 12]).

Namely, the following theorems will be proved.

THEOREM 1. Let kEN, r E N, r ~ 3, and fE Br. If a function f is non
decreasing on I, then for every n = r +k - I, r + k, ...

C= C(r, k).

THEOREM 2. Let kEN, r EN, r ~ 5, and I E sr. If a Iunction f is convex
on I, then for every n = r + k - I, r + k, ...

E(2)(/) ~ Cn' rwk (I(r) n 1)
" ""'" cp, r , ,

C=C(r,k).

Now one can summarize estimates of monotone and convex approxima
tion in terms of w~,r' For the sake of convenience we shall present the
results obtained in the form of Figs. 1 and 2. A cross in the position (k, r)
means that for a monotone (i = 1) or convex (i = 2) function / from the Dr
class the estimate E~:'(f) ~ Cn rW~,r(f(r), n I), C = C(r, k), holds. A circle
means that this estimate is correct for not all fE B r

•
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FIG. 1. Monotone approximation.

k

These results are obtained or are derived from the following papers.

Positive results (monotone case)

r = 0, k = 2, and, consequently, also for {(k, r) I 1~ k + r ~ 2}
(Leviatan [11])

r~ 3, k = 0 (Dzubenko et af. [7])

r~ 3, k ~ 1 (present paper)

r

6

k
? 456

FIG. 2. Convex approximation.
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Negative results (monotone case)

r=O, k~3 (Shedov [15J)

r=2, k~ 1 and r= 1, k~2 (Kopotun and Listopad [10J)

Positive results (convex case)

r = 0, k = 2, and, consequently, also lor {(k, r) I 1~ k + r ~ 2}
(Leviatan [12J)

r = 0, k = 3, and, consequently, also for {(k, r) I k + r = 3}
(Kopotun [9J)

r~ 5, k = °(Kopotun [8 J)
r~ 5, k ~ 1 (present paper)

Negative results (convex case)

r=O, k~4 and r= 1, k~3 (Shvedov [15J)

r = 4, k = 0, and, consequently (see (l »), also for [(k, r) I k + r ~ 4,
r~ 4} (Kopotun [8 J, see also Lemma 2)

Thus, investigation of the rate of shape preserving approximation of func
tions from sr classes in terms of n- rw~.r (I(r l, n- 1) is complete in the sense
of the orders of moduli of smoothness.

However, more detailed consideration shows that some extra conditions
on the smoothness ofI sometimes allow direct results in the cases for which
the general estimate is not correct. These conditions are given by the
relation of I to B'H[k, 1/1 J classes. The necessary definitions and detailed
discussions are given in the following section.

2. SHAPE PRESERVING ApPROXIMATION OF FUNCTIONS

FROM B'H[k, I/IJ CLASSES

The following construction of rpk classes which was created by Stechkin
(see [16J, for example) will be useful.

Let rpk be the class of all k majorant functions, i.e., continuous non
decreasing functions I/I=I/I(t) on [O,X:) such that 1/1(0)=0 and tkl/l(t)
does not increase on [0, ,x:).

Obviously, w~.Jf, t) does not have to belong to the rpk class. However,
the following result is valid: For the function

t ~ 0,
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the inequalities
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W~.rCf, t) ~ W*(t) ~ C(k) w~.,(f, t)

hold, and if (v~.JI; t) -c> 0 as t -c> 0, then w* E cP k
•

Also, for any l{! E cP k or l{! ~ 1, kEN, and r + 1 E N there exists a function
fE C( -1, 1) such that

C(k) l{!(t) ~ w~.r u; I) ~ C(k) l{!( I).

(Proofs of these statements can be found, for example, in [14].)
Now let B'H[k, l{!] be the set of functions fE B' such that

-k (/'1'1 ) ,I,()W (P," ,t ~ 'i' t , where l{! E cP k or l{! ~ 1.

Thus we have the decomposition of the B' class

B' = U B'H[k, l{!],
o/J E : o/J I o/J E <pk or o/J - I }

which, first of all, is complete, as for any function j E B' there exists l{! E cPk

or l{! = const such thatfE B'H[k, l{!] and w~.Jrl'l, I) ~ l{!(t), t > 0. Second,
this decomposition is "relatively precise," as for any l{! E cPk or l{!~. I there
exists a functionjEB' such that l{!(t)-(Jj~p,Jr('I,t), t>O.

Taking into account all this and also the inequality (I ), one can conclude
that Theorems I and 2 are corollaries of the following Theorems 3 and 4.

THEOREM 3. Let kEN, l{! E cP k or l{! = 1, and let fE B3 fl[k, l{!] be a
nondcereasing .Iimetion on [- 1, 1]. Then for every n = k + 2, k + 3, ",

C=C(k),

THEOREM 4. Let kEN, l{!EcP k or l{!=I, and let fEB 5 fl[k,l{!] be a
convex junction on [ - 1, 1]. Then for every n = k + 4, k + 5, ",

C=C(k).

Remark. For l{! = 1, Theorems 3 and 4 are consequences of the results
obtained in [7] and [8], respectively. In this paper only the case l{! E cP k

will be considered.

Also, as was shown in [IOJ (see also [8J), functions f which are being
discussed in Lemmas I and 2 belong to the classes B2H[ 1, canst] and
B4 H[I, const] n B 3H[I, Ct], respectively.

Now using the following inclusions which are consequences of (1),

1=° or 1,
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and
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and also the fact that

o~ I~ 2,

one can obtain the following lemmas.

O<t~ I, C = const,

LEMMA 3. There is no such constant C that the estimate E~,I '(f) ~
Cn - 21jJ(n- I) is valid for every nondecreasing function from the B2H[ 1, 1jJ]
class with ljJ(t) ~ 1, 0 < t ~ I. Thus for 1= 0,2 and any k ~ 3 -I the estimate
E~,I'(f) ~ Cn 'ljJ(n 1), C = C(k), generally speaking, is not correct for
nondecreasing functions from BIH[k, CIjJ] with 1jJ(t) ~ t 2

I, 0 < t ~ I.

LEMMA 4. There is no such constant C that the estimate E~,21(f)~

Cn 'ljJ(n I) is valid for every convex function from the B3 H[ I, 1jJ] class
with arbitrary IjJ E ep!. Thus for 1=0,3 and any k ~ 4 -I the estimate
E~,21(f)~Cn IIjJ(n I), C=C(k), generally speaking, is not correct for
convex functions from BIH[k, 1jJ] with arbitrary IjJ E epk.

For 1=4 and any k ~ 1 the estimate E~,2)(f) ~ Cn 41jJ(n ') is not correct
for convex fimctions from B4 H[I, 1jJ] with ljJ(t)-I, O<t~ 1.

At the same time, the following theorems are valid.

THEOREM 5. Let kEN and let f be a nondecreasing function such that
fE B2H[k, 1jJ] where ljJ(t) = t fl , t> 0, 0 < fJ ~ k, and fJ < 2. Then for every
n = k + 1, k + 2, ...

(i.e.,E~/\f)~Cn 2 fi ),

where C=C(k)(I/(2-fJ)).

THEOREM 6. Let kEN and let f he a convex fUllction such that

fEB 4R[k,ljJ], where 1jJ(t)=t fi , t>O, O<P~k, and f3<4. Then for every
n = k + 3, k + 4, ...

where C = C(k)( 1/(4 - fJ)).

We do not know whether Theorems 5 and 6 are valid for all k majorant
functions IjJ from epk (or even for 1jJ( t) = t fi with other fJ).



84 KIRILL A. KOPOTUN

At the same time, it follows from Lemma 4 that in the case for convex
approximation for B rH[k, l/J] classes with 0 ~ r ~ 3 the negative results are
complete since direct theorems are not valid for any k majorant function l/J.
The monotone case is still open for research. For example, little or even
nothing seems to be known about monotone approximation of functions
from the B' H[2, t 2

] class.
It is also worth mentioning that Theorems 3-6 are generalizations of the

direct results for

if :x $ N, where r := [:x] and

if :x E N, where r := rJ. - 1

f3:= 'Yo - r

classes which are obtained in [10].

3. CHARACTERIZATION OF BrH[k, l/J] CLASSES

We shall write l/J E S(r, k) ([1, Conditions Z and Zk]; see also [16]) if

rrl/J(u) u- 1 du + tkrl/J(u) U-
k - 1 du = O(l/J(t)),

o I

tE(O,I].

The following inverse theorem is known (for example, see [5] and [14]).

THEOREM B. Let kEN, (r + 1) E N, and l/J E if>k n S(r, k). Iffor a given
function f on [- 1, 1] and each n?: k + r - I the inequality E" (f) ~
n -rl/J(n -1) holds (if n = 0 then we define the right-hand side of this inequality
to be an absolute constant), then

fE BrH[k, Cl/J], C= C(r, k).

Now a consequence of Theorem B and the direct results for the shape
preserving approximation which are given above is the following construc
tive characteristic of BrH[k, l/J] classes with l/J E if>k n S( r, k).

THEOREM 7. Let l/JEf/JknS(r,k) where

(k, r) E {(k, r) IkE N, r ?: 3} u {(k, r) I k + r ~ 2, kEN, r + 1EN}.

A function f is nondecreasing and in the BrIi[k, Cl/J] class, if and only iffor
each n = k + r - 1, k + r, ...

where C = C(r, k).
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THEOREM 8. Let ljJ E I/Jk n S(r, k) where

(k, r)E {(k, r) I kEN, r~5} u {(k, r) Ik+r~3, kEN, r+ 1 EN}.

85

A function f is convex and in the B' fI[ k, CljJ] class, if and only if for each
n=k+r-l, k+r, ...

a'here C = C(r, k).

Remark. For (k, r) E {(k,r) Ik+r~4, O~r~ 3} and any ljJ E I/Jk n S(r,k)
Theorem 8 is false.

For (k,r)E {(k,O)1 k~3} u {(k, 1) Ik~2} and ljJ E I/Jk n S(r,k) such that
ljJ(t) ~ Ok-I, t > 0, Theorem 7 is false.

For r = 2 Theorem 7 is valid in the case ljJ(l) = t fJ E I/Jk and fJ < 2, and for
r = 4 Theorem 8 is valid in the case ljJ(t) = t fJ E t/Jk and fJ < 4, with the same
dependance of the constants C on k and fJ as in Theorems 5 and 6, respec
tively. In the other cases this question is still open.

4. AUXILIARY NOTATIONS AND DEFrNITIONS

Throughout the paper the following notations and definitions will be
used (cf. [7-10, 13, 14]):

L1 :=p(n- I
, x), xEI;

jrr . -
xj:=cos-, j=O,n;

n
_ (jrr rr )
x j :=cos -;- 2n '

lj,n := (x - xJ) -2 cos 2(2n arccos x) + (x - -Xj )-2 sin2(2n arccos x) IS the
algebraic polynomial of degree 4n - 2.
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are algebraic polynomials of degree 6x(2n - I) + 1 and 6x(2n - I) + 4n + I,
respectively.

and

J=I,n-l,

where numbers iX I and iX 2 , 0:::; iX 1 :::; I, O::s iX 2 :::; I, are chosen so that
OJ,n (I) = 0>" (1) = 1- xi (see [8]), are polynomials of degree 6x(2n - I) + 2
and 6x(2n - I) + 4n + 2, respectively,

_ (Sin nt/2)2<: + 2(f1t (Sin nt/2)2<: + 2 )-1
J" ' (t) - . 2 . dt" SInt/ -1t SInt/2

is the Jackson type kernel.

1 a' ~ farccos x + arccos v

D"",<:(y'X)=«(_I)! "x,(x- y )' I . J",((t)dl,
(,0' arccos x - arccos y

x,yEI,

is the Dzjadyk type kernel.
X, (, and ( in the definitions above are integers which will be chosen

later.
L,,(x,f; II' 12, ,.. , tn+d denotes the Langrangean polynomial, of degree

not exceeding n, interpolating the function f(x) at the points t I' t2, "', tn + 1 '

For brevity we denote

Ldx,f, {xo, h} )

:= Ldx,f, xo, X o + p(xo, h), "., X o + kp(xo, h)).

Also, for alob and (x-a)(x-b):::;O let

S(x,l;a,b):=r(y-a)l(b-y)ldyU: (y-a)l(b-y)ldy)-I,

S(x,l;a,b)=O if (x-a)(x-b»O and Ix-al<lx-bl, and
S(x, I; a, b) = 1 otherwise,

Without further mention the following inequalities will be used:

)=l,n-l;

for xElj ,



MONOTONE AND CONVEX APPROXIMATIONS

5. AUXILIARY STATEMENTS
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In our proofs we shall use the method from [13] (see also [7, 8]) which
is a modification of DeVore's ideas concerning the decomposition of the
approximated function (see [3,4]).

The following analog of Whitney's theorem in terms of "nonuniform"
moduli of smoothness w~ will be important for the proofs given below.

LEMMA A (see [14, Lemma 18.2 and (18.13)]). Denote Po:=p(h,xo).
Let [xo, X o+ (k - 1) Po] c [a, b] c J. Then for every x E [a, b], the
following inequality holds:

In particular, for every x E [xo, X o+ (k - 1) Po],

where C = C(k).

The following lemma shows the connection between moduli of smooth
ness of different orders.

LEMMA B [14, Lemma 18.4]. Let k+ 1 EN, rEN, 1=0, r-l,
(x,x+(k+r-!)p)EI, and

If f E 8', then

if l>r/2

if l=r/2

if 1< r/2.

h>O, (3)

}i.'here C = C(r, k). In particular, inequality (1) holds.

Because of the importance of this lemma we shall quote its proof
from [14].

Proof First of all, it should be noted that here and in the proofs to
follow we consider h to be small enough in comparison with rand k. This
implies that for y E (x, X + (r -I) p) one can choose () = ()( y) so that
p = p(6h, y) and 0 < () ::;; C for some constant C.
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I;;Jk(f(r) ')I-I;;V (f(r) ')1p , } - p(Oh.y) , }

~C(1 + y)-r/2 (1- y-kp((Jh,ywr/2w~.r(f(r),Ch)

~ C(1 + y)- r/2 (1- y-kp)- r/2 w~.r(f(rl, h).

Using the formulae for integral presentation of the usual differences we
get

~ CW~.r(f(rl, h) ( ... ( (1 + x + u) + ... + Ur_/) -r/2

x(l-x-u)- ···-Ur ,-kp) r/2dul···dur_1

Thus inequality (3) is proved. Inequality (1) is a consequence of (3) and of
the estimate

Remark. Another consequence of (3) is the estimate

wk+r-'(f(l) t)":::Ctr- 2IWk (f(r) t)
<p . ,-....:;;:; qJ.r . , , t>O and 1< r/2.

For 2/=r we have suPxGk.'.r(x,h)= +00 which presents the main dif
ficulty in this case. In fact, these will be the cases for r = 2 and r = 4 for
monotone and convex approximations, respectively.

It turns out that the estimate (3) can be improved for some classes of
functions. Namely, the following result is valid.

LEMMA 5. Let lEN, fEB 2/fJ[k, l/;J with l/;(t)=t'JEC/J k (i.e., O<fJ~k)

and such that fJ < 2/. Then the following estimate holds:

(x,x+(k+l)p)c(-I,I)

and h > 0, where C = C(k, 1)( 1/(2/- fJ)).

Proof The beginning of the proof is analogous to that of the previous
lemma. First, using the formulae for integral presentation of the usual
differences we get
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=: 8(x).
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Now if [x, x + kp] c [ -I + h2, I - h2] and x < 0 (for x> 0 considerations
are analogous), then

18(x)1 ~ fP ... fP IJ;(eh. r) (f(2'>, y)( I + y)' (1- y - kp(l:Jh, y) )'1
00-

x (I + y) -, (I - y - kp(l:Jh, y» -, dUl " . du"

where y:= x + Ul + U2 + ... + u, and l:J = O(y) is chosen so that
p(h,x)=p(Oh,x+U l +U 2 +'" +u,),

This yields

j8(x)1 ~cr···r sup sup
o oO<1i<ChYE[-l+h2.l-h2]

-k (2') - ,xIAp(h.y)(f ,y)w2,(y,k,h)I(l+x)- dUj .. ·du,

~ Cr... fP IjJ(Ch)(1 + X)-I dUt ... dU I
o 0

~ Cp'(1 + x)-IIjJ(Ch)

~ Ch2'p -'IjJ(h), C = C(k, I).

Now let us consider the case -I < x < - I + h2 (if [x, x + kp] n
[I - h2

, I] # 0, considerations are analogous).
The following Shevchuk's identity will be employed (see [14, identity

(1.27)] ):

Let (N + I) given points Yo, Y I> ... , Y N be such that (M + I) of them
coincide with X o, x t, ... , x M , where N ~ M ~ 2. Then the following identity
holds:

N-M

[Xo,XI> ...,xM;f]= I (Yn+M-Yn)[Yn'''·,YIl+M;!]
n~O

640/80/1-8
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We fix Y:=X+U 1 +U2+ ... +UI, choose m~l so that p/(2 rn -1):O:;
y + 1 < p/(2 rn

- 1 - I) and denote v := p/(2 rn
- 1).

Let m + k points z, be defined by

Z, = y + (2' - 1)v,

z, = y + (i - m + 1)p,

i=O, m;

i=m+ I, m+k-1.

Now, A; (/1 2/ ), y) = [y, y + p, ..., y + kp;j(2/)J pkk!.
At the same time, for k ~ 2, choosing M = k and N = m + k - 1, we have

rn I

[y, Y + p, ...,}' + kp;j(21)] = I (z" +k - Z")[Z,,, ..., Zn+k ;j(21)]
n=O

x [y, y + p, ... , Y + kp; JI".kJ,

where

k - I

JII/.dy+ip):= n (y+ip-z,,+j)+,
i= 1

i=O, k. (4 )

Each term of this sum will be examined below.
First of all, let us note that (zn+ k - ZI/) '" 2"v for all n = 0, m - 1. Now

l[zl/' ... , ZI/+k;j12/)JI

I
j (2/)(- ) L (z 'j(2/). 7 Z Z 7) I

= 7 L.~:l ~ k-~7 n+l'7 '~/I~ n+2.'.. 11+3'''~'''''/I+k
(-"+1 -1/)(",,+1 ~1/+2)(-1/+1 ~1/+3) (ZI/+l ZI/+k)

:0:; C(2I/v) -k IjI2/)(Zn+ 1) - Lk_ dZn+ 1,f(2/); {ZI/, h})

where~is chosen so that zl/+(k-l)p(h,z,,)=ZI/+b which implies that
h~ J2 n v.

Taking this into consideration and using Lemma A we have

I[ZI/, ..., Zn+ k; j(21)] I

:0:; C(2"V)-k W~(/(2/),~, [ZI/, Zn+k])

= C(2 nv) - k sup sup
0< h,;; ,j2nv z: [z,z + kp(z.h)] C [Zn. Zn +kJ

X l,1k - (f(2/) z)1
"Ih.z) ,

:0:; C(2"v) -k -I s~p sup [W 2/ (Z, k, h) ,1;\h.z) (/(2/), z)[
h z

C= C(k, I).
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Now I[y, y + p, ..., y + kp; Iln.d I with 0 ~ n ~ m - 1 will be estimated.
First, let us consider the case n ~ m - k + I. Let

k-l

Pk - I (z) := n (z - Zn +i)'
j~l

and

_ (~)._{Pk-dZ)
Pk-I ...- 0

Then the equality

ZE [y,y+kp]

if Z ~ Zn +k-I

otherwise.

k-l

Iln,dz):= n (z-zn+;)+=Pk_dz)-Pk_'(Z)
j~1

gIVes

I[y, y + p, ... , y+kp; Iln.k]/ = /[y, y + p, ..., y+kp;Pk-IJ/

= IPk-1 (y)1 (k!pk)-l ~ Cp-k(2nv)k-l.

Now if m-k+ 1<n~m-I, then 2nv~2mv~p.This yields

k k-l

l[y,y+p, ...,y+kp;Iln.dl~Cp-k I. TI (y+ip-zn+i)+
i=O j= I

C = C(k).

Now putting all these estimates together we get the following:

m-I
I[y, y + p, ..., y + kp;!(21)JI ~ C(k, I) p -k L (2nv)-lljJ(~).

n=O

Thus, using the inequality p< 2/, one has

oc'

IJ~(f(2!),Y)I~C(k,/) L (2n(y+I))-lljJ(J2n(y+I))
n~O

(~)

~C(k,l) 2: (2 n(y+I))--I+/!/2
11=0

~C(k,/)(y+l)-I+fl/2(1-2-I+P/2) I

1
~ C(k I)(}I + 1)-I+P/2 __
'" , 2/-P'
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And now the desired estimate emerges as

18(x)1 ~cfP ···r (x+u] + ... +u/+ 1)-I+P/2du] ... du ,
o 0

{
13~((x + l)P/2, xl

~ c 13~((x + 1)P/2In(x + 1), x)1

1
~ Ch P where C = C(k, l) --.

2/- fJ

if fJ/2 ¢ N}
otherwise

The last inequality is a consequence of Dzjadyk's [6, p. 160-161] under
standing that if fJ/2 E N then I~ f3/2 + 1.

For k = 1 considerations are simpler. The difference is that instead of (4)
one should consider the identity

m-l

[y, y + p;f(2/ l ] = P-I I (Zn +] - Zn)[Zn, Zn + ] ;f(2/ l ].

n=O

Thus the lemma is proved. I

In our proofs we shall deal with the first derivative of a function f in the
monotone case and with the second one in the convex case. Obviously, the
condition fE B', r E N, implies that fE CI'( -1, 1) for all tt ~ r. However, it
would be more convenient to have the continuity of the derivatives on the
closed interval [.

The following lemma gives sufficient conditions for a function f to have
continuous derivatives on [ - 1, 1].

LEMMA 6. Let kEN, (r + 1) E N, tt E N, tjJ E (/Jk be such that
g tjJ(u) u- 21'+ ,-1 du < + 00. If for a function f and each n ~ k + r - 1 there
exists a polynomial Pn E Pn such that

then fE C'[ -1, 1].

Despite the fact that this lemma is probably known to the reader, its
proof is adduced here since the author failed to find any references to it.

Proof For any no E N the series L.~~no (P2n+I(X) - P2n(X)) converges
uniformly to f(x) - P2nO(X) as M -+ 00, and
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Applying Markov's inequality one has

Ip~~l. (x) - p~) (x)1 :::;; C2 2n!' - nrljJ(2 -n), x E I.

This implies

00 .:c 2-n

I Ip~~l. (x) - p~~)(x)1 :::;; C I f u- 2u + r- It/J(U) du
n=no n=no 2- n

-
1

2 -no
= C fa U- 2!'+r-lljJ(U) du < 00.

93

Thus fE CI'[ -1, 1] and the proof of the lemma is complete. I
The following corollary is a consequence of Lemma 6 and Theorem A.

COROLLARY. The following implications are valid:

fEB 3H[k, 1jJ],

fE B2H[k, t{3],

fEB 5H[k, 1jJ],

fE B4H[k, t li ],

IjJEq;,k=fEC 1
[ -1,1],

0< /3:::;; k = fECi [ - 1, I],

IjJEC/Jk=fEC2
[ -1, I],

O</3:::;;k=fEC2[-I,I].

LEMMA C (see [13], for example). Let p + 1 EN and q + 1 EN. The
Dzjadyk-type kernel D(.n.~(Y, x) is a polynomial in x of degree <
(~+ l)(n -1), and the following inequalities hold:

Ia~p D(.n.~(Y, X)I

:::;;CJ~-P-l(lx- YI +J)-~, C=C(p,~, 0;

C = C(p, q, ~, (),

where bp •q is the Kronecker symbol, and the integral in the last inequality is
a polynomial of degree :::;; q - p (it is identically equal to zero if q < p).

Now let us note that the methods of proofs of Theorems 3-6 as well as
of all auxiliary statements are the same. In connection with all this it would
be inexpedient to give their proofs separately. In order to make this paper
more readable and, on the other hand, not to lose in the fullness of exposi
tion we shall give the complete statements of auxiliary propositions for all
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four cases, using the following abridgements. For the sake of convenience
throughout the paper, in the wording B 2H[k, l/J] and B 4 H[k, t/J] it will be
implied that l/J(t)=tP,O<f3~k, f3<2 and l/J(t)=tP, O<f3~k, f3<4,
respectively (however, most of the statements are true also for all functions
t/J E (/>k). We shall also use the notations [m_i], [m_ii], [e-i], and [e-ji]
in order to emphasize cases designed for the proofs of Theorems 5, 3, 6, and
4, respectively. Also, we set variables S and A to have the following definite
values in these cases:

[m_i] S= 1, A =2;

[e-i] S= 2, A = 4;

[m-ii] S= 1, A = 3;

[c_ii] S= 2, A = 5.

Thus, in order to follow the proof of Theorem 5, for example, it is enough
to pay attention to the statements marked by [m-i], understanding that in
this case S= 1 and A = 2.

The following theorem is a generalization of the direct theorem
(Theorem A) for B A H[k, l/J] classes.

THEOREM 9. Let a set Fe I and a function Q be such that
QE B A H[k, l/J] and Q(S)(x) = 0 for x E F. Then the polynomial

dJ'(, Q) :=r(Q(y) - Q(J', Q)) D(,n.(Y, x) dy + Q(x, Q)
-I

approximates Q and its derivatives so that

IQ(PI(X) - d~PI(x, Q)I

~C1 n -A j-Pl/J(n- 1 ) (d + diS~X, I\F)Y - 2k - 2A + S-I,

xEI, p+ 1 EN, and

where the polynomial Q(x, Q) is defined by

[m_] Q(x, Q):= Q( -1)

+ J: 1 L k + A - 2(z, Q', { - 1, J 2(k + A - 2) I}) dz,

[c_] Q(x, Q) := Q( -1) + Q'( -1)(x + 1)

x (z, Q", { -1, J2(k + A - 3) - 1 } ) dz dt.
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Proof In order to avoid overloading of the text by unnecessary nota
tions let us give the proof in the case rei]. The proofs for other cases are
analogous.

Denote g(x)=Q(x)-Q(x,Q). Then gEB4H[k,ljJ] and applying
Lemmas A, B, and 5 we get

Ig(X)I=lrJ~l (Q"(z)-Lk+dz,Q", {-t,j2(k+l)n
I
D)dzdt

~CWk+2(Q", 1)~CljJ(1).

Thus

Now let x be fixed and, for convenience, such that x + (k + 1)L1 ~ 1.
Denote

I(y):= g(x) + g'(x)(y-x) +rrL k+ I (z, g", {x, n- 1
}) dz dt

x x

and note that j(p)(x) = g(p)(x), p = 0, 1,2.
For y E [x, X + (k + 1)Ll] we have the estimate

I/(y)1 ~ I/(y) - g(y)1 + Ig(y)1 ~ CljJ(1)

f" t+ . f ILk+dz,g", {x,nnl})_g"(z)1 dzdt
x x

Therefore, applying Markov's inequality for an j = 0, k + 3 we have

yE [x, x+ (k+ t)Ll]

and, in particular, 1/(j)(x)1 ~ CLl-iljJ(t).
We expand the polynomial I(y) in Taylor series

k + 3 1
I(y) = I(x) + L -; (y - x)i IU)(x).

i~lJ·
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I
I iJP

g(P)(x) - g(y) -;-p D(,n,~ (y, x) dy
-I uX

k + 3 1 ( I iJP )
+ I ~ /Cil(x) bi,pp! - J (y - x)i;p D(,n,~(Y, x) dy
i~oJ' -I uX

k + 3 1
= A(x) + I ~ B(x, j).

i~oJ·

Using Lemma C and the above estimate for /U)(x) we have

I:t~~ B(x,j) I~<t~ CA- it/J(l) n -min{2~ + I,' + (1- (-I)()!2)

~ CA - k - 31jJ( 1) n - min (2~ + I,' + (1 - (- 1)()!2)

~ CA-k-3t/J(n-l) nk-min{2~+1,(+(1- (-1)()!2}

~ Cn-4A~-2k-P-71jJ(n-I),

The last inequality is true if

min {2( + 1, , + (1 - ( - 1), )/2} ~ 2( - k - 4 and

Now let us estimate A(x), using Lemma C and the following estimate:

I/(y) - g(y)1 ~rrILk+ dz, g", {x, n- I }) - g"(z)1 dz dt
x x

(I
xl + A)2k+4~ C I _ 12 -k+2(" --I) --'-y-----"" y x wq> g, n A

Thus we have

IA(x)1 ~ Cr I/(y) - g(Y)1 L1~-p-l (Ix - yl + A)-~ dy
-I

I

~ C J (Iy - xl + A)2k-U 6 A¢- P- 2k-7n -41jJ(n- 1 ) dy
-I
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~ C A~~p~2k-7n-4ljJ(n-l) r' (t + A)2k-~+6 dt
o
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with (- 2k - 8;?: O.

The estimate of the theorem is proved in the case x ¢: F.

Now if xEF, then g"(x) = -Lk+dx, Q", {-1, J,c-2(-k-+-1)-~--:-I}), i.e., g(x)
is a polynomial of (k + 1)th degree on F. Thus if [x, x + (k + 1)A] c F,
then I( y) = g( y) for y E F, and therefore for these x

IA(x)1 ~ c f (Iy - xl + A)2k- ~ + 6 A~ - p-2k-7n -4ljJ(n- l ) dy
I\F

The case when x E F and (x + (k + I)A) ¢: F follows from the above, since
in this case dist(x, I\F) - A.

The proof is complete. I

Remark. In the proofs of Theorem 9 for the other cases it is sufficient
to have the following inequalities: min{2( + 1, , + (1 - ( -1 )')/2} ;?:
2~ - k - 4, ~ - 2k - 10;?: O.

LEMMA 7 [m_] ([7], see also [13]). Let E be a union of some inter
vals Ij • Then the polynomial

Qn(x, E):= L

of degree :::;; 6x(2n - 1) + 4n + 1 satisfies the following inequalities:

(1) IQn(x,E)I~C2,xEI;

(2) Q~(x,E);?:-C3A-l,XEE;

(3) Q~(x, E);?: C 4A -I(A/(A + dist(x, E)))12X -I, X E I\E.

LEMMA 7 [c_] (see [8]). Let E be a union of some intervals Ij . Then the
polynomial

of degree :::;; 2(3X + 1)(2n + 1) satisfies the inequalities:

(1) IQn(x,E)I~C2,xEI;
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(2) Q;;(x, E) '9 - C3,d-2, XE E;

(3) Q~ (x, E) '9 C4 ,d -2(,d/(,d + dist(x, E)) )12< - 2, X E I\E,

where E:=E\{Ii,1 Ij,±Ir/3E}.

LEMMA 8 [m_J ([7J, see also [13J). Let O,,;g'(X)";,d-l, xEI, then
the polynomial RJ\:,g):=g(-l)+L7~I(g(Xj-l)-g(xj))Tj,n(x) of
degree ,,; 6x(2n - 1) + I is nOlldecreasing on I, and the following inequality
holds:

Ig(x)-RJx-,g)1 ";Cs , XEI.

LEMMA 8 [c-J ([8]), Let 0,,; g"(x),,; ,d-2, XE I, then the polynomial

Rn(x,g) :=g(X,,_I)+ [X",X"_I;g](X-X"_I)

" I

+ I [Xj+l,Xj,Xi_l;gJ(Xj_l-xj+daj,,,(x)
j~l

of degree ,,; 6x(2n - 1) + 2 is convex on I, and the following inequality holds:

Ig(x)-Rn(x,g)I";Cs, xEI.

LEMMA 9. Let a function g E BAH[k, l/J J and a set .9j , which contains
2k + 21'1 - 2S - 1 neighboring intervals Ij, i.e., :Jj = Ij U Ij + 1 U .. , U

Ij+2(k + A_E- 1)' be given. If for every i = 0, 2(k +A - S - l) there exists
a point '>.'iEIj+i at which !g(E1C>.',)! ,,;nAl/J(n -1)(p(n- 1

, .>.'il)-E, then
Ig(E)(x)1 ,,;C6 n- Al/J(n- 1 ),d-Efor all xE,9-!"

Proof. The identity

(EI( )_( (E)() L ((E) { -I}))g X - g x - k+.1-E-l x,g , Xj+2(k+A-E-ll,n

the inequality

X E :J j ,
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which is a consequence of Lemmas A, B, and 5, and the estimate

IL m(.x,1; ao, a" ..., am)1

~( max !ai-ajl)m( min lai-aj!)-m max If(aJI
O~i.j~m . O~i,j~m O~;~m

complete the proof of the lemma. I

6. DECOMPOSITION OF ApPROXIMATED FUNCTIONS

Let a function f belong to AE n SA H[k, t/J]'

99

DEFINITION l. The interval I j will be called an interval of type I if, for
allxElj ,

an interval of type II if it is not an interval of type I and, for all x E I j ,

Let all other intervals be of type III.
We denote intervals of types I, II, and III by E 1 , E 2, and E 3 , respec

tively.

Remark. It follows from Lemma 9 that there cannot be more than
2(k + A - E - 1) neighbouring intervals of type III; i.e., each set 9j contains
at least one interval of type I or II.

Now let the set [m_] E 1 uE3 [c_] E 1 uE3 u {lj EE2 1 Ij ±1 rtE2} be
presented as a finite union of nonintersecting intervals. Let Gibe the
set containing all those intervals which include not less than 4k + 10
intervals I j :

G, = [xjl ' x;o] U [xiJ, x h ] U "', O<},,<},,+, ~n.

Let us denoteh:=},,+1(1+(-1)") and let S,,(x):=l if IXj,l=l, and
S"(x):=S(x,k+4;xj ,,.x;;:) if IXj,Iie1 (see Section 4 for the definition of
S(x, I; a, h)).

DEFINITION 2. Let gdx) :=0 for xrtG 1 ,

for x E [Xj,' x;;:]

and g, (x) := fIEI(x) in all other cases.
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Denote gz (x) := PE)(X) - gl (x) and

[m_] fl (x) := f( -1) +r gl (y) dy,
-I

fz(x):= r gz(y) dy;
-I

[e] fl(x):=f(-I)+f'(-I)(x+l)+(IL
1
gl(y)dy dt,

fz(x):= [)~lgz(Y)dYdt.

Obviously, the following correlations hold:

gl (x) ~ 0 and gz(x) ~ 0 for all XE I.

LEMMA 10. The following inequality holds:

Proof Analogously to the proof of Lemma 9, one can show the validity
of the estimate f(E)(x) ~ Cn - AI/I(n - t) LJ- E, X E G I' Together with
O~Sv(x)~ 1, this proves the lemma. I

LEMMA 11. The function fz belongs to BAH[k, C81/1].

Lemma 11 is a consequence of the following lemmas.

LEMMA 12 [m_]. Let the interval [a, b] c [-1 +nz, 1-n- Z
] be such

that la - bl- Jl - aZ/n, where n is a fixed natural number which is suf
ficiently large. And let a given function g E BrH[k, 1/1], r ~ 1, be such that

X E [a, b].

Define the function G so that

G'(x) := g'(x) S(x, I; a, b),

and G( - 1) = g( - 1), where I~ k + r.
Then G E B rH[k, CI/I] with C independent of n.

LEMMA 12 [e]. Let the interval [a,b]c[-I+n z,l-n-Z] be

such that la - bl '"~/n, where n is a fixed natural number which
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is sufficiently large. And let a given function g E B rH[k, t/J], r;;:: 2, be such
that

X E [a, b].

Define the function G so that G"(x):=g"(x)S(x,l;a,b), -l~x~l,

G( -1) = g( -1), and G'( -1) = g'( - I ), where I;;:: k + r. Then
G E BrH[k, Ct/J] with C independent of n.

We shall prove Lemma 12 [c-J for [a, bJ c [ -1 + n 2
, OJ (for b;;:: 0

considerations are similar). The case [m_J is analogous with the only
difference being that instead of the second derivatives one should deal with
the first ones.

Proof of Lemma 12 [e]. We shall use the fact that the interval [a, bJ
is separated from the endpoints of the interval [ - I, 1]. Also, it is enough
to consider the behavior of G "near" the interval [a, b J, as outside of
[a, b] G either is a linear function or it coincides with g.

Namely, it is sufficient to prove that

sup sup 1(1+xr/2A:(G(r),x)I~Ct/J(t),
O<h,;;r [x.x+kp]n[a,b]#0

where t is such that t < (lOkn) - I.

Now let 0 < h ~ t be fixed and note that if [x, x + kp J l\ [a, b J of- 0 then
x E [a - 3k~ h, b] and the following holds:

(l +x)-(l +a) and (5)

For convenience denote S(x) := Sex, I, a, b) and note that

p=O, I, XEI. (6)

J=l,k-l,

(In fact, S(p'(x) = 0 for x If [a, b] and p;;:: I).
We shall use the Marchaud inequality for the usual moduli of smooth

ness (see, for example, [5,6, 14J)

Wj(t, g; [a, b]) ~oj(r- a

u- J - Iwdu, g; [a, b]) du

+ (b - a)-j Ilgll [a,b]).

and the Besov inequality [2] which is given by

IlgU111 [a,h] ~ q(b - ar- j wdb - a, girl; [a, b])

+(b-a)-Jllgll[a.h])' J=G:r.
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Now using (6) and also the identities

and

we have for XoE [a- 3k~ h, b]

Now (5) and the Besov inequality yield, for 0 ~ i~ r - 2,

II g(i+ 2)11 [a. hJ ~ q(b - ar- i- 2wdb - a, g(r l ; [a, b J)

+ (b-a)-i Ilg"Ilra.hJ)

~ C((b -a)' i- 2 (I + a) r/2l/J((b - a)(1 + a) -1/2)

+(b-a) i-2 n -rl/J(n- l ))

~qb-ar i-2 (I +a)-r/2l/J(n- 1 ).

Using the last estimate, (5), and the Marchaud inequality, we have for
j < k +r- i - 2:

w~(t, g(i+2); [a, b])

~ Wi(~ t, g(i+2); [a, b])

~ql +a)i'2ti(r=- ui-1wk+r_i 2(U,g(i+2); [a,b])du
...../1 +a I

+ (b-a)-i Ilg(i+ 21 11[a.hJ)

(I
h - a

~ql+a)i/2ti ._ ur- i - i - 3(l+a)-r/2l/J(u(l+a)-1/2)du
,j1 +a t

+(h_ay-i-i- 2 (1 +a)-r/2l/J(n I»)
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:(C(1 +a)(J-r)/2 tJ-kt/J(t)

x ((l + a) - k/2 r--a_ Uk + r- i - j - 3du + n - k(b _ a)' - i - j - 2)
"i 1 +a t
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(7)

Note that k + r - i - j = 2 only if i = r - 2 and j = k, and thus
w~ (t, g(r); [a, b]) :( C( 1 + a) - r/2 t/J( t); i.e., (7) is true in this case also.

Now putting all these estimates together we have the following
inequalities for any x o, such that [xo, X o+ kp(h, x o)] n [a, b] ¥ 0:

I(l + x o)'/2 J~ (G(r l, xo)1

:( c ~~~ Jo (' ~ 2)C) pk - j(b - a)-k (1 + aV 2n -ktj- kt/J(t)

:(c
ri 2 ±(r-

I
, 2)(~) (b-a)-k (1 +a)k/2 n -kt/J(t)

I~OJ=O J

:( Ct/J(t).

Thus the lemma is proved. I

Denote Iff:= g I Ij EE2 , IjfiGd (clearly, Iff=E2 in the case [m_]) and
G2 := {x I dist(x, 6'):( 32k + 7A}.

It follows from Definition 2 that g2 (x) = 0 for x E I\G 2. Note that for
n I ~ n the following inequality holds:

p(n l 1, x) A

dist(x, G2 ) + p(n I-I, x):( C9 dist(x, Iff) + A'

Now we choose ~, " and X so that all the conditions in the proofs above
are valid. For example, ~ = 24k, (= 48k, and X= k will do.

The following lemma is a consequence of Theorem 9 and Lemma 11.

LEMMA 13. For any integer n I ~ n the polynomial d"l (X,f2) has the
following properties:
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d~~)(x,f2)~ (C3+ C4) n- A ljJ(n- l
) ,1-E

-C11n,AIjJ(n,l)(p(n,l,x))-E, XEt!,

7. PROOFS OF THEOREMS 3-6

Let n 1 EN, n l ~ n. Denote

Then 1t n! (x) is a polynomial of degree < 50kn I.

It follows from Lemmas 7, 8, 10, and 13 that

If(x)-1tn!(x)I::::;(C2+CIO+CSC7)n-AIjJ(n-l), xEI,

1t~~)(x) ~ (C4C l2 n -AIjJ(n - I) ,1-E

- CL1n,AIjJ(n,l)(p(n,l, X))-E)

x (,1 + di~t(X, g)) 12k, X E I\t!

and

1t~~)(x)~C4n AIjJ(n- I ),1- E

-C1ln,AIjJ(ni-I)(p(n,l,x))-E, xEg,

where C
12

= (38k+23)12k.

Now let us choose n l so that n l = C l3 n, where C l3 :=
{[4C1I /C4 C 12] + 2} EN. Then the following inequalities hold

1t~I(X»O, XEI\(II uIn ),

11:~I(X» -CIlIjJ(n- I
), XEII uIn ;

11:~! (x) > 0, XE I;

11:~1 (x) > 0, X E !\(II U In),
11:~1 (x) > -CllljJ(n- I

), XE II U In;

11:;:1 (X) > 0, X E I.

Thus Theorems 3 and 4 are proved for n ~ C l3.



MONOTONE AND CONVEX APPROXIMAnONS 105

In order to obtain analogous results for Theorems 5 and 6, the following
lemmas will be useful.

LEMMA 14 [m-l For the algebraic polynomial of degree < 5n,

M ( "= IX (Sin(n/2 arccos t) )10 d
n x)". t,

-I n slO(1/2 arccos t)

the follol1.'ing inequalities hold:

M~(x)~O,

0:( M n (x):( 1Q 5n -2,

XEI,

xEI,

LEMMA 14 [el For the algebraic polynomial of degree < 5n,

. IX fY (Sin(n/2 arccos t) ) lO ,
Atn(x) .= . dt dh

-1 -I n SIO(I/2 arccos t) .

the following inequalities hold:

At~(X)~O,

0:( JlnC,):( 2 x 104n --4,

XEI,

XEI,

Proof Lemma 14 [c-J is Lemma 8 from [8]. Lemma 14 [m-J can be
verified by direct computations with the use of inequalities 2t/n ~ sin t ~ t,
0:( t ~ n/2, or, applying Markov's inequality, it can be immediately derived
from Lemma 14 [e]. I

Now the polynomial

[m_J nn(x) := nn\ (x) + 2 lOC I1 t/J(n -I )(Mn(x) - M n( -x)),

[eJ nn(x) := nn\ (x) + 2 lOC ll t/J(n-I)(Atn(x) + Atn( -x)),

of degree < 50kn 1 satisfies Theorem 5 in the monotone case and Theorem 6
in the convex one.

Thus Theorems 5 and 6 are proved for n ~ C 13'

640/80/1·9
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For the other n, the theorems are consequences of the cases n = k + 1 for
Theorem 5, n = k + 2 for Theorem 3, n = k + 3 for Theorem 6, and n = k + 4
for Theorem 4, for which it is sufficient to choose

nil (x) := Q(x,f)

+ 5 max{ Co(2, k), Co (3, k), Co(4, k), Co(5, k)}l/J (A) x-=.

The proofs of Theorems 3-6 are now complete.
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